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ABSTRACT  
Aim/Purpose This study aimed to evaluate the extant research on data science education 

(DSE) to identify the existing gaps, opportunities, and challenges, and make rec-
ommendations for current and future DSE. 

Background There has been an increase in the number of  data science programs especially 
because of  the increased appreciation of  data as a multidisciplinary strategic re-
source. This has resulted in a greater need for skills in data science to extract 
meaningful insights from data. However, the data science programs are not 
enough to meet the demand for data science skills. While there is growth in data 
science programs, they appear more as a rebranding of  existing engineering, 
computer science, mathematics, and statistics programs. 

Methodology A scoping review was adopted for the period 2010–2021 using six scholarly 
multidisciplinary databases: Google Scholar, IEEE Xplore, ACM Digital Li-
brary, ScienceDirect, Scopus, and the AIS Basket of  eight journals. The study 
was narrowed down to 91 research articles and adopted a classification coding 
framework and correlation analysis for analysis. 

Contribution We theoretically contribute to the growing body of  knowledge about the need 
to scale up data science through multidisciplinary pedagogies and disciplines as 
the demand grows. This paves the way for future research to understand which 
programs can provide current and future data scientists the skills and compe-
tencies relevant to societal needs. 

Findings The key results revealed the limited emphasis on DSE, especially in non-STEM 
(Science, Technology, Engineering, and Mathematics) disciplines. In addition, 
the results identified the need to find a suitable pedagogy or a set of  pedagogies 
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because of  the multidisciplinary nature of  DSE. Further, there is currently no 
existing framework to guide the design and development of  DSE at various ed-
ucation levels, leading to sometimes inadequate programs. The study also noted 
the importance of  various stakeholders who can contribute towards DSE and 
thus create opportunities in the DSE ecosystem. Most of  the research studies 
reviewed were case studies that presented more STEM programs as compared 
to non-STEM. 

Recommendations  
for Practitioners 

We recommend CRoss Industry Standard Process for Data Mining (CRISP-
DM) as a framework to adopt collaborative pedagogies to teach data science. 
This research implies that it is important for academia, policymakers, and data 
science content developers to work closely with organizations to understand 
their needs. 

Recommendations  
for Researchers  

We recommend future research into programs that can provide current and fu-
ture data scientists the skills and competencies relevant to societal needs and 
how interdisciplinarity within these programs can be integrated.  

Impact on Society Data science expertise is essential for tackling societal issues and generating 
beneficial effects. The main problem is that data is diverse and always changing, 
necessitating ongoing (up)skilling. Academic institutions must therefore stay 
current with new advances, changing data, and organizational requirements. In-
dustry experts might share views based on their practical knowledge. The DSE 
ecosystem can be shaped by collaborating with numerous stakeholders and be-
ing aware of  each stakeholder’s function in order to advance data science inter-
nationally. 

Future Research The study found that there are a number of  research opportunities that can be 
explored to improve the implementation of  DSE, for instance, how can CRISP-
DM be integrated into collaborative pedagogies to provide a fully comprehen-
sive data science curriculum? 

Keywords data science applications in education, pedagogy, teaching/learning strategies, 
transdisciplinary projects, data science education 

 

INTRODUCTION 
Data science offers actionable insights by mining structured and unstructured data using statistical 
and computational tools and methods to identify patterns. It is a growing field impacting various sec-
tors, genres, and disciplines, and therefore places the spotlight on data science education (DSE) (Van 
Dusen et al., 2019). DSE is an umbrella term used to describe learning programs meant to equip data 
scientists with data science competencies and skills mainly from computer science, mathematics, sta-
tistics, engineering, psychology, and the domain of  interest. This multidisciplinary nature of  data sci-
ence programs means that DSE is an integration of  knowledge, methodologies, or techniques from 
different distinct disciplines into a unique and distinct discipline of  its own. Nonetheless, data science 
is framed more as a Science, Technology, Engineering, and Mathematics (STEM) discipline 
(McMaster et al., 2011; Rosenthal & Chung, 2020; Twinomurinzi et al., 2022) with little emphasis on 
business domains. 

The demand for data scientists with the appropriate skills is high (World Economic Forum, 2019) 
and is evident in the increasing number of  data scientist job vacancies (Verma et al., 2019), and the 
mushrooming of  many formal learning programs (at undergraduate and postgraduate levels) and 
short learning programs (Saltz, Armour, & Sharda, 2018). However, there is limited alignment be-
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tween these learning programs; there is therefore a gap between academic data science and commer-
cial data science (Berman et al., 2018). There are also inconsistencies among the existing learning 
programs. Organizing learning programs around data science process models has been suggested 
(Haynes et al., 2019; Jaggia et al., 2020).  

The most consistent model for data science remains the CRISP-DM model (Saltz, 2021). CRISP-DM 
has been heavily adopted for data science projects and has been deemed useful in teaching data ana-
lytics (Jaggia et al., 2020; Kristoffersen et al., 2019). The major features of  this model are its inde-
pendence of  technology and industry sectors (Ayele, 2020).  

It is important to appreciate that data scientists support various sectors with a variety of  data from 
different sources (Heinemann et al., 2018). Consequently, this raises the need to understand and cre-
ate DSE curricula (Kross et al., 2020) that target all transdisciplinary competencies including practical 
skills that are linked to different domains (Dill-McFarland et al., 2021; Mokiy, 2019). The nature of  
data science demands different teaching and learning structures that are not constrained (Irizarry, 
2020) but promote a collaborative environment to avoid teaching data science in silos (Mikroyannidis, 
Domingue, Bachler, & Quick, 2018). Nevertheless, the multiple disciplines that jointly form data sci-
ence bring multiple opportunities and challenges to DSE (Danyluk et al., 2019). 

There is therefore a growing call for standardising DSE (Heinemann et al., 2018; Irizarry, 2020), es-
pecially in the field of  curriculum design (Chen, 2020; Finzer, 2013; Mikroyannidis et al., 2018; Song 
& Zhu, 2016). For instance, several academic workshops (panel sessions) and conferences have been 
hosted with the intent to discuss data science curriculum design (i.e., Danyluk et al., 2019; Howe et 
al., 2017; Mikroyannidis, Domingue, Phethean, et al., 2018; Oh et al., 2019; Van Dusen et al., 2019). 
However, these are still developing opportunities that might introduce some beneficial recommenda-
tions to improve DSE. Therefore, the following research question was formulated to understand the 
status of  DSE:  

How has DSE been investigated, and what are the gaps, opportunities for, and challenges associated with DSE?  

We theoretically contribute to the growing body of  knowledge about the need to democratize data 
science, making it accessible to a broader range of  individuals through multidisciplinary pedagogies 
and disciplines as the demand grows. Democratizing data science refers to the efforts aimed at mak-
ing data science accessible and inclusive to a wider audience. Traditionally, data science has been asso-
ciated with technical expertise and specialized skills, which have limited its accessibility. However, de-
mocratization seeks to break down these barriers and empower more people to participate in and 
benefit from the field of  data science. This paves the way for future research to understand which 
programs can provide current and future data scientists the skills and competencies relevant to socie-
tal needs. 

This study adopted a scoping review methodology to assess the status of  DSE research since 2010 
with specific attention paid to articles describing DSE, opportunities available in DSE, and challenges 
faced by DSE. The remainder of  the paper is structured as follows: after presenting the methodology 
adopted and discussing the findings, this scoping review concludes with conclusions, implications, 
limitations, and areas for further research. 

RESEARCH METHODOLOGY 
Scoping reviews are conducted with the intent to identify pertinent published studies that address a 
specific research question. The primary purpose is to synthesize a body of  knowledge related to the 
phenomena of  interest (Siddaway et al., 2019). The sections that follow elaborate further on the 
broad criteria considered when conducting this scoping review. 
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PROTOCOL 
The study adopted the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Anal-
yses) framework to maintain transparency in reporting the findings of  this study (Knobloch et al., 
2011; Shamseer et al., 2015). To improve study quality and minimize biases, the inclusion and exclu-
sion criteria were established a priori as suggested by Nightingale (2009). 

ELIGIBILITY CRITERIA 
The eligibility criteria were set as studies and academic reports published during the 12 years from 
2010 to 2021. Papers reporting on working groups and panel sessions, and out of  scope, were not 
included. Only papers published in the English language were eligible for inclusion.  

SEARCH WORDS AND DATA SOURCES 
The keywords and data sources used to search for relevant and authoritative research papers for the 
systematic literature review are listed in Table 1. 

Table 1. Search keywords and data sources 

Search keywords Data sources 
DSE Google Scholar  
Big DSE IEEE Xplore  
Data Science Curriculum ACM Digital Library  
Data Science Curricular  ScienceDirect 
Data Science Program Scopus 
Data Analytics Education AIS basket of  eight journals 
Data Science Training Information Systems Journal 
Data Mining Education Journal of  the Association for Information Systems  
Knowledge Discovery Journal of  Information Technology  
Data Science Learning Journal of  Management Information Systems  
 Journal of  Strategic Information Systems 
 Management Information Systems Quarterly 
 European Journal of  Information Systems 

Information Systems Research 
 

SEARCHING PROCESS  
The following search string was used across the data sources to retrieve the papers from the various 
sources listed in Table 1. 

(“Data science*” OR “Big Data*” OR “Data mining*” OR “Data analytics*” OR “Knowledge 
discovery*”) AND (“Education*” OR “Curriculum*” OR “Training*” OR “Program*” OR 
“Learning*”) 

SELECTION OF STUDIES 
The selection criteria of  the relevant papers are dependent upon the research question. The system-
atic literature review employed the pre-defined selection criteria for the selection of  papers to be in-
cluded in the review (Table 2).  
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Table 2. Inclusion, exclusion, and quality assessment criteria 

Inclusion criteria Exclusion criteria Quality assessment of  studies 
The research paper is peer-re-
viewed. 

The research is related to the 
search string and area of  
“DSE”. 

Research published between 
2010 and 2021. 

The selected study must be a 
full-length published paper.  

Research publications must be 
written in the English language. 

Papers published before 2010. 

Unpublished studies. 

Papers are not written in English. 

Papers not related directly to the 
research question (i.e., opportuni-
ties and barriers reported on 
DSE/curriculum). 

As part of  the quality assessment, 
each study was checked against the 
following questions: 

Is the study in relation to DSE?  

Does the paper provide a clear state-
ment of  findings? 

Is the paper peer-reviewed? 

Is the paper published in a reputable 
source? 

Figure 1 depicts the process followed to select the final list of  peer-reviewed research articles for in-
clusion in the systematic literature review. The preliminary search denotes the number of  papers re-
trieved (research hits) after running the search string. The first order of  selection was based on the 
review of  paper keywords, title, and abstract. In the second order of  selection, all duplicated research 
papers were eliminated. In the third order of  selection, all papers that did not meet the eligibility cri-
teria were discarded. The articles were accepted based on the selection criteria outlined in Table 3. 

 
Figure 1. Order of  selection of  the papers for the systematic literature review 

Table 3. Selection criteria 

Acceptable in 1st order of 
selection 

Acceptable in 2nd order of  
selection 

Acceptable in 3rd order of  
selection 

Abstract and keywords are 
accessible.  
Acceptable study types are journal 
or conference papers (peer-
reviewed). 
Language is English  
Study publication date is within 
the 2010-2021 period. 
 

Abstract and keywords are 
accessible.  
Acceptable study types are journal 
or conference papers (peer-
reviewed). 
Paper is written in the English 
language. 
Study publication date is within 
the 2010-2021 period. 
Studies are unique (not 
duplicates). 
 

Full text of  the article is 
accessible. 
Acceptable study types are journal 
or conference papers (peer-
reviewed). 
Paper is written in the English 
language. 
Study publication date is within 
the 2010-2021 period. 
The study focuses on DSE or is 
within the scope.  
Studies are unique (not 
duplicates). 

 

1st order of 
selection

 Records retrieved 
through preliminary 

search
(880 791)

2nd order of 
selection 

Records gneretade 
eliminating 
duplicates

      (720 693) 

Studies screened 
for eligibility 

Records generated 
after applying 

exclusion criteria
(296)

3rd order of 
selection 

Records generated 
after applying 

eligibility criteria
(91)
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DATA COLLECTION PROCESS 
The systematic literature review of  the selected research papers was conducted based on the inclu-
sion and exclusion criteria. The data collection process was conducted during the period from July 
2021 to September 2021. The data collection process was monitored and reviewed by the co-authors 
of  this study. Data extraction included demographic details, origin (continent), methodology, focus, 
and other aspects.  

FRAMEWORK FOR ANALYZING THE ELIGIBLE PAPERS 
After collecting the eligible research papers, the study applied the classification and coding frame-
work of  Amui et al. (2017) to provide structure to the existing body of  knowledge around the phe-
nomena of  interest. As shown in Appendix A, this framework uses numerical and letter codes to cat-
egorize the chosen papers. 

FINDINGS 
A descriptive and correlation analysis was performed to understand the relationships between the dif-
ferent classes tabled in Appendices A and B. A statistical correlation analysis was included because 
the number of  papers reviewed was enough to draw statistical and inferential insights into the 
strengths and directions of  relationships between the different aspects of  DSE. Due to space con-
straints, only highly significant inferences are discussed. 

DISTRIBUTION OF DSE PUBLICATION BY CONTINENT 
The initial analysis focused on the distribution of  the articles according to the regional geographical 
location or area in which the selected DSE articles were published. Figure 2 shows the distribution of  
the selected DSE articles based on the continent in which the studies were conducted. 

 
Figure 2. Paper distribution by continent 

As can be seen from Figure 2, North America is the main contributor to DSE research, with 27 pub-
lications being published; this accounts for 41% of  the papers published during the period 2010 to 
2021. A similar trend has been observed in other studies (Farahi & Stroud, 2018; Hassan & Liu, 
2020). A slightly higher number of  studies (43%) did not specifically indicate the country of  origin 
of  their publications. The low number of  DSE articles published in Asia (11%), Europe (4%), and 
the Middle East (1%) suggests that limited DSE research is being carried out in these continents. The 
low number of  DSE papers emanating from Europe (4%) and Asia (11%) are surprising 
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(Mikroyannidis et al., 2018). No studies were recorded for Africa, Australia, and South America dur-
ing the same period. 

A correlation analysis (Appendix B) revealed that most of  the research conducted in North America 
focused on project-based learning as a teaching strategy for DSE. North America is where most 
global technology companies such as Microsoft and Google (Luna et al., 2014) are located. Develop-
ing countries are not well-positioned to realize the need to derive benefits from data science (Hack-
Polay et al., 2020; Shereni & Chambwe, 2020). Such countries often face various challenges such as 
poor infrastructure and the absence of  skills thus putting the continents in which these countries are 
located at a disadvantage (Luna et al., 2014; Shereni & Chambwe, 2020; Takemura, 2018). It is also 
possible that the demand for data science has not advanced as much in these countries hence the lim-
ited research.  

CLASSIFICATION ACCORDING TO (BASED ON) THE RESEARCH METHOD 
The use of  appropriate research methods is important in any study to answer the research questions. 
Figure 3 shows that the research methods adopted in the selected papers ranged from experimental 
methods, surveys, action research, ethnography, and case studies to design science (design and crea-
tion) (Oates, 2006). 

 
Figure 3. Article distribution based on the research methodology 

The case study method was the most used research method (58%) followed by the survey method 
(14%), the experiment research method (5%), action research (4%), ethnography (3%), and design 
science (2%). According to Rowley (2002), case studies provide an appropriate platform to investi-
gate emerging areas or projects that are in the exploratory phase. The preference for case studies as a 
research method suggests that DSE is indeed an emerging topic of  interest. 

It is evident from the findings of  this scoping review that considerable attention was being paid to 
addressing the challenge of  data science skills gap as several case studies reported on how modules 
can be adopted for use by data scientists (Buzydlowski, 2019; Çetinkaya-Rundel & Ellison, 2021; 
Facey-Shaw et al., 2018); other case studies focused on rebranding STEM courses (Bart et al., 2016; 
Buzydlowski, 2019; Kahn, 2020; Rao et al., 2018; Yadav & Debello, 2019). Only a single case study 
was reported that focused on non-STEM (Gil, 2014); another one was targeted at non-programmers 
(Jie et al., 2020). Furthermore, it is noteworthy that few trades involve DSE, such as the medical field 
(Garmire et al., 2017; Otero et al., 2014) and the engineering field (Qiang et al., 2019). The papers 
also recommended teaching practices and technologies suitable for DSE. 
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It is notable that none of  the selected papers incorporated more than one research method. While 
case studies may be an appropriate method to investigate emerging areas or projects that are at the 
exploratory stage (Rowley, 2002), using a single method to investigate a particular problem may not 
be sufficiently rigorous (Chung et al., 2020). More specifically, multiple methods would offer different 
aspects of  DSE; for example, the adequacy and effectiveness of  DSE learning programs. 

ANALYSIS BY QUALIFICATION LEVEL AT WHICH DSE IS OFFERED 
The two models available to the public for delivering content can be roughly classified as formal and 
non-formal. Formal DSE is offered from school to tertiary level, while informal DSE is often autodi-
dactic. The distinction between formal and autodidactic depends on where they are offered and the 
content of  the programs. Other DSE programs such as micro-credentials and short-learning pro-
grams can be offered formally or autodidactically at various levels. Figure 4 shows the various qualifi-
cations levels at which DSE is offered. 

 
Figure 4. Article distribution per level of  qualification 

Figure 4 shows that the undergraduate program is the most researched DSE qualification making 
58%. MOOCs and short learning programs were mentioned in less than half  of  the papers (23%), 
only, 16% and 10% of  the reviewed papers mentioned postgraduate programs and school education 
as the most appropriate level for imparting DSE. The number of  papers mentioning peer learning 
and micro-credentials for delivering DSE was significantly low at 4% and 3% respectively. Of  the re-
viewed papers, 7% did not specify the level of  qualification mooted for DSE. There is therefore an 
opportunity to consider different educational levels to introduce and offer DSE.  

ANALYSIS BY DSE DISCIPLINE 
Data science integrates different disciplines yet Figure 5 suggests that some disciplines appear to be 
more dominant than others, which makes it difficult to maintain the transdisciplinary trait of  the 
learning program.  

It is evident that the STEM (Science-Technology-Engineering-Mathematics) type disciplines account 
for the highest number of  DSE research, mainly computer science (40%), followed by statistics 
(37%). About 33% of  the publications did not specify the discipline of  interest and instead just gave 
a broad description of  “data science.” For instance, Saltz, Dewar, and Heckman (2018) focus on 
teaching ethics in DSE while Wymbs (2016) looked at how data analytics can be incorporated into 
undergraduate business programs.  
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Figure 5. Article distribution per data science discipline 

It was not clear how much of  each element should be featured in DSE to balance the multidiscipli-
narity. However, the non-STEM domains appeared to be receiving less attention compared to other 
data science elements. This is possibly because DSE programs are often offered within the faculties 
of  sciences and engineering (Gil, 2014), and little attention is given to the applicability to other disci-
plines.  

The study showed a positive correlation between the engineering component of  data science and the 
use of  technology, presenting an opportunity for researchers and practitioners to propose strategies 
on how technology can be used to teach data science. This is informed by a lack of  integrated plat-
forms where students can develop hands-on experience (Zhang et al., 2017). 

The study further showed that the CRISP-DM phase (Evaluation) and discipline-specific (non-
STEM) domain are significantly correlated. This implies that rather than teaching students how to 
develop models, non-STEM education focuses on evaluating models to determine whether the sug-
gested model is in line with the business objectives and actually solves the business problem.  

ANALYSIS OF DSE PROVIDERS 
DSE is offered by various educational service providers including public institutions, private institu-
tions, industry organizations, and through collaborative partnerships (Figure 6). 

 
Figure 6. Article distribution per data science educational provider 
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As shown in Figure 6, most of  the papers (57%) report data science programs being offered by pub-
lic institutions of  learning. Whereas 22% of  the papers claim that DSE is offered by private institu-
tions of  learning, only 18% have reported DSE collaborative initiatives involving both the public and 
private sectors. 

First, public institutions benefit from the teaching and learning funding model to support DSE 
through sourcing qualified lecturers and conducting research related to data science and DSE. For 
instance, Demchenko et al. (2017) presented a data science course that was funded by the European 
Commission, and Heinemann et al. (2018) presented a data science education for secondary schools 
that was funded by Deutsche Telekom Stiftung. 

Second, public institutions typically have extensive interfaculty support systems in place, as well as 
external support from other institutions (Huppenkothen et al., 2018). Collaboration with interna-
tional institutions is an important aspect of  the external support system because it enables to access 
information and resources that are normally not easily accessible, and thus be part of  ongoing stud-
ies that cover new trends in data science (X. Li et al., 2019).  

Third, there is a high preference for public university qualifications among students over those of-
fered by private institutions. Public universities are in a better position to implement DSE, however, 
there are challenges concerning peer learning results showing a negative correlation. A contributing 
factor may be the absence of  policies that encourage and acknowledge peer learning as well as well-
researched and widely accepted methods of  student assessment.  

The results further showed that public institutions of  higher learning have less interest in MOOCs 
and short-learning programs. Private institutions have recently shifted their focus towards offering 
more data science short learning programs, MOOCs, and badges due to the high demand for data 
science programs. However, there is a need to focus more on the quality and relevance of  the learn-
ing content rather than the number of  programs offered. Collaboration may increase opportunities 
for developing collaborative DSE that captures the interests of  various stakeholders. 

ANALYSIS OF THE DATA SCIENCE CONTEXT USING THE CRISP-DM 
MODEL 
This study examined CRISP-DM as the most consistent transdisciplinary framework to guide data 
science projects and teaching. The purpose was to determine the extent to which DS programs are 
aligned with the model (Jaggia et al., 2020). Figure 7 shows the paper distribution across phases of  
the CRISP-DM model. 

 
Figure 7. Article distribution per data science context based on CRISP-DM 
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According to Figure 7, an overwhelming majority of  the papers (65%) emphasize the inclusion of  
data modeling in DSE, while slightly over half  of  the selected papers (33%) are inclined toward data 
preparation. Furthermore, only 12% of  the selected papers appear to punt the inclusion of  all phases 
of  CRISP-DM in DSE. Evaluation was mentioned in 7% of  the papers, while data understanding 
was mentioned in 2% of  the papers. The idea of  including evaluation (7%), data understanding (2%), 
and business understanding and deployment (1%) components in DSE does not appear to be fa-
vored by many researchers. A substantial number of  papers (19%) did not express any preference for 
the inclusion of  any specific CRISP-DM phase in DSE.  

These results suggest that current DSE research does not give priority to all the CRISP-DM phases, 
and this affects the inclusion of  these phases in the data science curriculum and limits the develop-
ment of  data science skills amongst students. These findings support Gil’s (2014) argument that DSE 
focuses more on databases and machine learning contexts neglecting other elements. 

Data science is applied across various industries; therefore, data scientists need to master the tech-
nical skills of  data science (i.e., data mining and analysis, machine learning, and others) as well as 
business skills (i.e., marketing, data products, and others) (Qiang et al., 2019). Data science specialists 
should be able to participate in the whole data science lifecycle, mimicking the CRISP-DM model 
(Donoghue et al., 2021). Without these skills, organizations are deprived of  the opportunity to use 
data to create a competitive advantage and to make smart decisions.  

The results also demonstrated that business requirements as part of  DSE can be offered through 
collaborations (Paul & Aithal, 2018). This finding suggests the existence of  an opportunity for differ-
ent stakeholders to work together and develop data science modules that focus on business under-
standing as the first phase in data science projects. This will allow data scientists to develop compe-
tencies to participate in the business requirement-gathering process and understand the business or 
economic side of  data science before they can proceed with data wrangling. Organizations’ focal 
points vary; therefore, collaboration with and amongst these organizations creates a setting where ob-
jectives and interests are shared while engaging a transdisciplinary DSE. 

ANALYSIS OF TEACHING STRATEGIES  
Data science is transdisciplinary and is therefore expected to adopt various teaching methods and 
tools. Figure 8, however, shows that there are mainly four teaching strategies adopted for DSE, 
namely competency-based learning (54%), use of  technology (53%), teacher-led (49%), and project-
based learning (44%). Flipped classroom (14%), student-led learning (9%), personalized learning 
(7%), and inquiry-based learning (4%) are not as popular. Only 13% of  the papers did not mention 
any teaching strategy. 

 
Figure 8. Distribution of  publications by teaching strategies 
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There is a need to investigate more instructional approaches that will enable students to easily under-
stand difficult concepts within DSE. For instance, the correlational analysis showed that flipped 
classrooms (especially pre-recorded videos) are mostly applied in micro-credential courses. Flipped or 
flexible classrooms and micro-credentials rank amongst the top new developments changing the edu-
cation system (Klašnja-Milićević et al., 2017). 

Strategies for improving DSE 
The literature suggests that DSE opportunities have unfortunately not fully emerged (Finzer, 2013). 
Figure 9 shows the distribution of  papers as per outlined opportunities based on the existing litera-
ture.  

 
Figure 9. Article distribution as per outlined opportunities 

COLLABORATION BETWEEN UNIVERSITIES (82% OF THE PAPERS) 
Based on the data presented, the collaboration amongst university faculties presents an opportunity 
for the implementation of  DSE. Some of  the opportunities presented by collaboration amongst uni-
versities include sharing resources, such as lecturers, in cases where there is a lack of  skills and capac-
ity. Attwood et al. (2019) noted that it is often difficult to find suitably qualified candidates for DSE 
lecturing posts. Mostly, the technical aspects of  data science can be crucial and can be immensely 
beneficial when more resources are available (Cleveland, 2001). Therefore, collaboration among uni-
versities can accelerate the creation of  an environment where data science exists as a cross-campus 
endeavor that involves faculties and students in different departments (Van Dusen et al., 2019).  

An opportunity also exists for universities to make available educational data that can be shared 
across different disciplines. However, such a collaborative approach will require regulating standards 
(both local and international) to address issues of  ethics, security, and privacy (Daniel, 2019).  

INVOLVEMENT OF INDUSTRY (76% OF THE PAPERS) 
Organizations that have both data and data science skills have a competitive edge (Takemura, 2018), 
and understand the needs problems (Cybulski & Scheepers, 2021). Involvement and collaboration 
with organizations can provide academic institutions with some perspectives in terms of  linking the 
teaching and learning content with real business scenarios. Furthermore, this provides opportunities 
for students and lecturers to access data for simulation purposes. With that, students get to be well 
prepared for the real working environment and organizations can recruit from a pool of  well-quali-
fied data scientists. Most importantly, DSE programs can be designed and developed with input from 
both nationally and internationally renowned industry experts and leading practitioners (Demchenko 
et al., 2015). 
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IMPROVE SKILLS AT THE TERTIARY LEVEL (48% OF THE PAPERS) 
Whereas a high increase in data science programs is being experienced, the challenge of  skills com-
plement among lecturing staff  at universities remains. It is difficult to teach specialized data science 
skills when lecturing staff  members do not, at the very least, have experience in the field. This limita-
tion hinders DSE offering, especially at various levels of  tertiary education. Academics teaching at 
this level may not be able to demonstrate all the techniques that data science students need to acquire 
(Paul & Aithal, 2018; Song & Zhu, 2016). Essentially, improving the skills of  academic staff  mem-
bers will allow full data science participation from the secondary school level, and at the tertiary level. 
Not only would the availability of  these resources support teaching, but also the development and 
continued review of  DSE. 

PROFESSIONAL ADVANCEMENT (37% OF THE PAPERS)  
Data science as an emerging field does not have many qualified professionals available with the requi-
site experience (Mikalef  et al., 2018). There is therefore a need for re-skilling and upskilling the capa-
bilities of  those involved in DSE. The rapid change in technology means the modeling techniques 
are also rapidly evolving. This means that data scientists must adapt relevant skillsets continuously to 
suit business requirements. Staying relevant in a changing world is rewarding but it can also be time-
consuming (Çetinkaya-Rundel & Ellison, 2021). To remain relevant, DSE needs to be flexible and 
agile enough to accommodate future developments in data science tools, models, and technologies 
for data science. 

GOVERNMENT INVOLVEMENT (36% OF THE PAPERS) 
Government entities can take part in the implementation of  DSE in a variety of  ways, such as mak-
ing available data for educational purposes. Open data is valuable when educating students about data 
concepts and, where possible, providing them with real business stories (Saddiqa et al., 2021). Inte-
grating real data sets within data science courses could enable the development of  data science skills, 
such as data collection, cleaning, analysis, and interpretation. Government can also benefit from these 
initiatives. Initiatives towards open government data can guide innovation and improve service deliv-
ery and involve citizens in decision-making processes. 

LEARNING PATHWAYS (36% OF THE PAPERS) 
With unpredicted changes in the future of  work and evolving technology, it is important to consider 
how students progress from the time they enroll, how they progress with their studies, and how their 
careers become real and change beyond studies (Iatrellis et al., 2020; Lyon et al., 2015; Miller & 
Hughes, 2017). The multidisciplinarity of  data science offers options as a path for specialization, such 
as data engineering, machine learning, and algorithm development. In addition, data science serves 
multiple fields and there are key players and different career pathways in each field (Misnevs & 
Yatskiv, 2016). 

SECONDARY SCHOOL CURRICULUM (35% OF THE PAPERS) 
Introducing data science into a secondary school curriculum was identified as an opportunity in 35% 
of  the selected publications. This may assist students in acquiring some substantive data science com-
petencies at a foundation level. However, the challenge lies in integrating data science into secondary 
school subjects so that students develop data science skills and the conceptual understanding needed 
to participate fully in society as citizens and workers (Finzer, 2013).  

There is also the challenge of  teachers with computational and mathematical skills to transfer 
knowledge to young aspiring data scientists. The majority of  teachers are not trained nor have experi-
ence in DSE (X. Li et al., 2019). For instance, teachers are having challenges with programming lan-
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guages such as R and this affects their statistical analysis capabilities (Gould et al., 2016). The im-
provement of  DSE at the school level by ensuring that teachers are trained in data analytics and have 
experience working with data can potentially advance data proficiency and awareness (Biehler et al., 
2018).  

ESTABLISHING A DSE GOVERNING BODY (36% OF THE PAPERS) 
This consortium can serve as the advisory board for content creation and review where necessary. So 
far, there are no guiding frameworks for DSE, hence the inconsistencies in the learning programs. 
Within organizations, some problems can be addressed fully or can be moderately solved, or auto-
mated through data science (Cybulski & Scheepers, 2021). These developments should be communi-
cated with DSE institutes so that learning programs can focus more on the areas that cannot be auto-
mated. This calls for a guided process which can be achieved by having a governing body or a frame-
work for implementation. Research on how this can be implemented is now significant. This can be 
local or global or, even better, it can be through a collaboration.  

INTEGRATED DIGITAL PLATFORMS (36% OF THE PAPERS) 
Institutions need to investigate the implementation of  integrated digital platforms for effective data 
science programs. Platforms add value by allowing students to have a simulated project, share re-
sources, and execute data analysis. Cloud-based technologies are also a valuable tool for teaching data 
science, as they are quick to set up and allow an intuitive environment. 

ANALYSIS OF CHALLENGES IN DSE  
This category is aimed at identifying the challenges in DSE. Designing a transdisciplinary curriculum 
and training data scientists pose several challenges (Mikroyannidis et al., 2018). There were 11 themes 
on the challenges in DSE (Figure 10).  

 
Figure 10. Article distribution based on DSE challenges 

INADEQUATE CURRICULUM IN DSE 
The inadequate curriculum appears to be a major challenge in DSE and was noted by 75% of  the 
publications. It is therefore quite clear that the issue of  addressing inadequate curriculum in DSE is 
very critical. For instance, not developing data scientists with the competencies and skills to under-
stand the domain as well as the business context presents an extra cost for organizations. Although 
data science is focused on statistical and computational thinking, it is also applied to solving domain-
specific problems (Blei & Smyth, 2017). Therefore, it may prove difficult for data scientists to link 
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data science outputs with organizational objectives. Inadequate curricula lead to inadequate compe-
tencies. While extant literature has also demonstrated a lack of  consistency in DSE, specific recom-
mendations to address these issues are scant.  

TEACHING PEDAGOGIES 
Challenges related to teaching pedagogies were highlighted by 66% of  the selected papers It is noted 
that teaching modern data scientists is a challenge (Mikroyannidis et al., 2018; Oudshoorn et al., 
2020). In sentiments shared by scholars, data skills cannot be taught using only direct instruction 
(Hardin et al., 2015; Mike, 2020; Takemura, 2018). Project-based pedagogies have been mentioned as 
one of  the appropriate pedagogy for teaching data scientists (Donoghue et al., 2021; Saltz & 
Heckman, 2016; Takemura, 2018). Other teaching practices have been applied to promote data skills, 
such as gamification (Hee et al., 2016), and social student events like hackathons and datathons 
(Anslow et al., 2016; Huppenkothen et al., 2018). The common features among the mentioned teach-
ing practices are that they are student-centered, and enforced hands-on learning that integrates real 
business scenarios and data (A. Y. Kim et al., 2018), and the ability to scale up data science 
(Donoghue et al., 2021). Topics on teaching pedagogies are not often initiated, yet so many individu-
als who graduate proceed to take teaching roles (Cleveland, 2001).  

COGNITIVE SKILLS (UNDERSTANDING OF CHALLENGING CONCEPTS) 
A lack of  cognitive skills was mentioned as a challenge in 51% of  the papers reviewed. In general, 
the reviewed papers pointed out statistics, mathematics, and programming as being challenging sub-
jects where students have to apply their minds when solving problems that apply to these concepts.  

DATA SCIENCE TOOLS (MODEL MISUSE, MISINTERPRETATION OF 
MODELS) 
A significant number of  the papers (51%) mentioned challenges associated with data science tools in 
DSE. As organizations adopt data science for various business practices, the models must be used 
appropriately to make practical predictions and well-informed business decisions (Blei & Smyth, 
2017). Competencies and skills to work with data platforms, models, and tools to develop and oper-
ate data analytics applications effectively are of  great significance and should be part of  DSE 
(Wiktorski et al., 2019). 

DATA SCIENCE PROGRAM STRUCTURE 
The structural issues of  data science programs were mentioned in 48% of  the papers. The findings 
of  this study complement prior studies on DSE that have continuously mentioned the design of  
DSE as a problem (Clayton & Clopton, 2018; Cybulski & Scheepers, 2021; Twinomurinzi et al., 
2022). Currently, only computer sciences and engineering dominate the current structure of  DSE 
(Paul & Aithal, 2018). The dominance may indicate that universities are simply producing data scien-
tists who are computer scientists with no real transdisciplinary expertise (Xia & Li, 2020). It needs to 
be understood that each industry has different needs, and they explore data science in different ways.  

ASSESSMENT ISSUES 
While there are various strategies for acquiring data science skills, assessing and validating compe-
tency remains a challenge. This challenge was mentioned in 42% of  the papers. For instance, students 
can take part in hackathons or datathons where intensive learning opportunities and skills develop-
ment exists (Dill-McFarland et al., 2021; Huppenkothen et al., 2018; Msweli, 2023). Although these 
events expose students to real-world data, it is often difficult to assess and validate the competency 
of  the candidate in various areas of  data science.  
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NAMING REGIMES  
An estimated 29% of  the papers registered the challenge that comes with diverse names of  data sci-
ence programs. The inconsistencies in data science program structures affect the identification of  
these programs (Saltz, Armour, & Sharda, 2018). For instance, Havill (2019) used “Data Analytics” 
instead of  “Data Science” in learning programs to attract a diverse pool of  students. Pettis et al. 
(2018) referred to the same as big data analytics programs, and Jafar et al. (2016) used “data analytics” 
to refer to both data and business analytics. All these programs differ in terms of  programming com-
petence and the degree of  statistical abilities expected from students (Saltz, Armour, & Sharda, 
2018).  

THE DISCONNECT BETWEEN INDUSTRY PRACTICE AND DATA SCIENCE 
LEARNING MATERIAL  
Based on the analysis of  the reviewed papers, there is no shared framework for DSE. This makes the 
growth of  data science learning programs unfocused due to the absence of  agreed learning out-
comes (Raj et al., 2019). This important element was mentioned in 29% of  the papers. The implica-
tions of  such a disconnection result in data education being driven from one side (often by the indus-
try) (Farahi & Stroud, 2018). Having specific learning outcomes and competencies could help stake-
holders such as lecturers, employers, and policy-makers, to have a mutual understanding of  the spe-
cific skills, competencies, and knowledge that data science students should acquire (J. Kim, 2015). 

ACCREDITATION  
The accreditation of  data science learning programs is lacking and challenging (D. Li et al., 2021). 
Based on the reviewed papers, the accreditation issues were mentioned in 24% of  the papers. As an 
emerging discipline, there is a mutual understanding that the DSE guidelines and the accreditation 
criteria are still under development; therefore, it can be assumed that the existing data science pro-
grams are built on emerging standards (Oudshoorn et al., 2020).  

FINDING ORGANIZATIONS WILLING TO PARTICIPATE  
While the involvement of  industry in DSE can bring some structure and insights on relevant con-
tent, it is difficult to find industries that are willing to participate in curriculum development (Bohler 
et al., 2017); this was mentioned in 23% of  the papers. To become involved in DSE, organizations 
will need to avail resources such as practitioners, specialists, or infrastructure. It is not easy to con-
vince organizations to buy into developing initiatives where benefits are not guaranteed (Iatrellis et 
al., 2020). With the diversity of  data science functions across different industries, the nature of  skills 
and competencies required in each function also varies (Radovilsky et al., 2018) . Therefore, organiza-
tions need to participate in DSE to ensure the connection between education and competencies 
needed in the working environment. 

UNIVERSITY POLITICS  
The transdisciplinary nature of  data science exacerbates collaboration challenges. These challenges 
do not only exist in the workplace but also within tertiary institutions (Anderson et al., 2015; Finzer, 
2013). Not only are the faculties affected by these university politics, but lecturers and students as in-
dividuals as well. Twenty-two percent (22%) of  the papers confirmed the existence of  politics within 
universities and faculties. For instance, with the high demand for data scientists, there is a risk of  fac-
ulties losing their students to the data science field of  study. This could result in an over-population 
of  data scientists who do not appreciate the importance of  other disciplines (Baumer, 2015). Several 
cases have been reported where transversal competencies and skills are not considered of  primary 
importance (Demchenko, Wiktorski, et al., 2019; Gkamas et al., 2019; Takemura, 2018). The conflict 
between IT specialists and domain experts is usually caused by incongruities in their respective skill 
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sets, processes, and terminologies which become a problem when training students to become data 
scientists. No study made suggestions on how this can be addressed.  

ANALYSIS OF DSE STAKEHOLDERS  
Generally, stakeholders can affect or be affected by business practices or policies. These practices can 
be internal or external, have interests, and can play various roles in organizations. Considering the na-
ture of  data science, it is important to identify the key stakeholders who can stand together to build 
DSE. Figure 11 shows the number of  papers and their focus on different stakeholders. 

 
Figure 11. Article distribution per DSE stakeholders 

It is observed from Figure 11 that each paper had more than one stakeholder representation, with 
lecturers having the highest number of  representations (90%) followed by industry/organization 
(85%). Public institutes of  higher learning were mentioned in 74% of  the papers, while citations of  
private institutions of  learning and schools were significantly lower at 37% of  papers and 46% of  the 
papers, respectively. In addition, students, government, and community were mentioned respectively 
in 60%, 43%, and 42% of  the papers. The article distribution by DSE stakeholders shows a high in-
terest in data science programs interest coming from different stakeholders, and thus suggest the im-
portance of  investigating and understanding the role of  each stakeholder in DSE to maintain the 
transdisciplinary status.  

DISCUSSION 
DSE is a growing academic area that is not being explored, especially in developing countries. Many 
developing countries, particularly in Africa, face various challenges that can put them at a disad-
vantage in the global economy. Poor infrastructure, internet connectivity, and affordability can make 
it difficult for businesses to operate efficiently and for individuals to access education and training 
opportunities (Malaka & Brown, 2015). Additionally, the absence of  skilled employees in key areas 
like data science can limit a country’s ability to innovate and compete in the global marketplace. Ad-
dressing these challenges requires a multi-faceted approach that includes investments in infrastruc-
ture, education and training programs, and policies that encourage economic growth and innovation.  

With the little research that has been conducted, case studies are used to investigate DSE, often for 
an in-depth examination of  a particular instance of  DSE. The majority of  the reviewed case studies 
focus on undergraduate programs, intending to redesign the current computer science and statistics 
curriculum to create programs in data science. Other research methods such as experimental studies, 
interviews, and face-by-depth information collection can be used to assess the effectiveness of  differ-
ent DSE interventions and to collect in-between DSE students’ experiences. Different research 
methods are needed to explore different contexts of  DSE. 
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The high number of  studies on undergraduate-level programs could perhaps be resulting from data 
science undergraduate degrees being based on existing curricula. Nonetheless, undergraduate pro-
grams provide a solid ground for complex data science concepts (X. Li et al., 2019). There is also an 
opportunity for the integration of  DSE at the foundational level. Countries in Europe and the Mid-
dle East are also in favor of  this (Mikroyannidis et al., 2018; Takemura, 2018). This aim is to allow 
learners to develop and grasp the soft and cognitive skills that students need as they advance their ca-
reers in the data science field. Other scholars argue for postgraduate DSE qualifications (Cao, 2019; 
Hosack & Sagers, 2015; Paul & Aithal, 2018) noting the importance of  the research component and 
advanced skills (Hassan & Liu, 2020; Shamir, 2020). Where there are no clear learning outcomes for 
each level of  learning, a framework is needed to guide the structuring of  programs, then the curricu-
lum designers can decide on what skills need to be attained at a specific level. This is to further avoid 
overlaps. There is also a suggestion for DSE short learning programs to improve proficiency and ac-
commodate new developments (Attwood et al., 2019; Garmire et al., 2017; Otero et al., 2014). These 
may include micro-credentials; however, the concept is still new and in need of  proper conceptualiza-
tion for effective usage. There is also no evidence of  a framework that guides the structuring and de-
velopment of  these programs. 

While multidisciplinarity is key in DSE (Twinomurinzi et al., 2022), the learning programs often fo-
cus on scientific domains (such as computer science and statistics) without looking at domain-spe-
cific areas like medicine, and finance among others. These sentiments have been shared by a number 
of  scholars (Bohler et al., 2017; Schwab-McCoy et al., 2021). The inclusion of  science and non-sci-
ence disciplines is crucial to offer a balanced data science program. In addition, students in transdis-
ciplinary programs need to be provided with opportunities to work together and gain knowledge 
from peers and professionals from various professions. This helps students develop a broader per-
spective and improves their capacity to collaborate across disciplines. There are a few initiatives that 
present such opportunities such as datathons and hackathons (Huppenkothen et al., 2018).  

While public institutions have been taking the lead in data science offerings, the industry is not ex-
ploring data science programs. Many industries are looking into hiring candidates that already have 
data science skills rather than developing the skill in-house. Based on unique business needs, it is nec-
essary to understand the influence industry has on data science programs, and how the industry can 
collaborate with other stakeholders in DSE. In-house training or micro-credentials can typically be 
tailored to the specific needs of  the business and can be an effective way for employees to gain prac-
tical experience in data science while working on real-world problems (Msweli et al., 2022). When se-
lecting a data science learning program, individuals consider the factors such as the program’s cost, 
duration, and content, as well as the reputation of  the provider and the availability of  job placement 
services. Understanding the purpose of  teaching data science and the intended audience is important. 

The transdisciplinary nature expected in DSE has been ignored for the more technical component. 
Yet, in reality, these aspects are becoming much more accessible while the “business aspects” are 
what require a great deal of  adaptation (Bohler et al., 2017). In the context of  teaching data science, 
the CRISP-DM framework can be effectively used to give students an organized method of  ap-
proaching data analysis (Heinemann et al., 2018). It is important to establish how CRISP-DM phases 
can be incorporated into a data science curriculum. For example, instructors can offer direction and 
assistance to students at any point in the process to help them comprehend the significance of  each 
phase and how they all work together to generate insightful or accurate forecasts. DSE can be orga-
nized and allow for transdisciplinary inclusion of  the non-technical aspects of  data science by adopt-
ing the CRISP-DM framework into training and teaching pedagogies. 

With regard to teaching data science, it is not clear which pedagogies are suitable for this field, espe-
cially the pedagogies that embrace transdisciplinary learning. As an emerging discipline, there is still a 
debate as to what content needs to be presented and how it should be presented (Cao, 2017; 
Shulman, 1986). Considering that data science is presented to a diverse group of  students, teaching 
practices need to consider the targeted audience and their background. Essentially, technological, 
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pedagogical, and content knowledge is necessary to understand how teaching practices influence the 
way students perceive DSE (Gudmundsdottir & Shulman, 1987). In addition, transdisciplinary learn-
ing needs to be encouraged together with additional teaching resources that may support DSE 
(Schwab-McCoy et al., 2021).  

It is clear that DSE inherits some challenges from other disciplines especially those within STEM 
(Twinomurinzi et al., 2022). Below is a summary of  challenges that need to be addressed as part of  
supporting data skills supply: 

• Absence of  policy on resource and data sharing. Ethics and privacy issues are some of  the barriers 
to data sharing. Even though these issues exist, the lack of  awareness of  data science bene-
fits especially among government makes it difficult for them to see the need for policies that 
support data sharing, in particular the public data. Data science, being an emerging disci-
pline, availability of  resources is a challenge. This includes teaching resources (i.e., learning 
content and qualified instructors). Since data science seems to be more technical and com-
plex, it requires qualified and experienced human resources to teach in this field. As a new 
discipline, very few qualified individuals can teach data science concepts (Msweli, 2023). Re-
source sharing may be one of  the solutions, however, it can only be achieved if  there is an 
agreement among key stakeholders.  

• Lack of  transdisciplinary teaching pedagogies. New tools are continuously being developed to 
transform the data science landscape. Accordingly, data science teaching practices need to 
be reimagined. Acquiring data science skills needs to be supported by teaching practices that 
encourage continuous learning. Little knowledge is available on how this can be achieved. 
However, instructors in this field should have pedagogical content knowledge (Mike, 2020; 
Msweli, 2023).  

• Teaching diverse audiences. Currently, DSE attracts students from different backgrounds, and 
preparing data science classes needs to consider these differences, particularly for students 
with minimal cognitive skills. In the discipline of  data science, cognitive abilities including 
critical thinking, problem-solving, and decision making are crucial for success (Demchenko, 
Comminiello, & Reali, 2019). However, it is common for data science students to be lacking 
in these abilities, especially if  they are new to the program. Despite their background, the 
student should be provided with hands-on experience that targets data analysis and visuali-
zation, exposure to real-world problems, and training in critical thinking and problem-solv-
ing. This will help them become effective contributors to the growing field of  data science.  

• Standardization and inconsistencies are critical issues in DSE. The lack of  recognized standards for 
DSE can result in variations in the caliber and scope of  data science programs at various 
learning institutions. Absence of  a professional advisory board or accrediting body for data 
science programs it is difficult to say which disciplines are underrepresented or overrepre-
sented (Schwab-McCoy et al., 2021). Establishing standards or guidelines for data science 
curricula can give institutions a framework to work within when creating their data science 
programs. 

Data science is a transdisciplinary field that combines expertise from various areas such as statistics, 
mathematics, computer science, and domain-specific knowledge. Data analytics is also applied to var-
ious business and non-business domains (Bohler et al., 2017). Key stakeholders need to work to-
gether in building DSE. Establishing a solid ecosystem that supports both the technical and non-
technical aspects of  DSE is necessary. There is very little literature that focuses on DSE, particularly 
on the potential influence that different stakeholders may have on democratizing DSE, and data pol-
icy. 
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CONCLUSION, IMPLICATIONS, LIMITATIONS, AND AREAS FOR 
FURTHER RESEARCH 
This paper presents a scoping review of  the status of  DSE research, and the selected papers were 
classified and coded using a classification coding framework. The development of  the data science 
field has prompted academia to see prospects of  how to introduce different DSE programs to sup-
port the training of  data scientists. Despite the growth in data science programs some gaps need to 
be investigated, and research into DSE is not advancing at the required pace. 

The results reveal an emerging influential field that is fragmented. The fragmentation lies in the in-
consistencies of  DSE programs, types of  programs, and teaching pedagogies. The multidisciplinarity 
of  data science, much like information systems, makes it challenging to have a consistent curriculum. 
The information systems field has managed to build professional and academic bodies that have ena-
bled it to have fairly standard curricula. We recommend a transdisciplinary professional body to guide 
curricula in data science. There are some which currently exist, but these mainly focus on STEM at 
the expense of  non-STEM disciplines. The professional body would also assist with other important 
aspects such as naming conventions in data science because some areas of  the discipline employ the 
same principles but use different names which is confusing for emerging data scientists.  

The rapid change of  technology today requires flexible curricula which therefore influences the ped-
agogies adopted in DSE. We found that project-based pedagogy is the dominant pedagogy in DSE, 
but we recommend a combination of  pedagogies because of  the multidisciplinary nature of  the field. 
There have been some developments in teaching strategies and tools that improve the teaching of  
STEM subjects such as gamification and metaverse which have been shown to improve science edu-
cation (Hee et al., 2016). These are some strategies that may be considered for DSE.  

A pertinent question also remains about the regions that were noted as having very little or no invest-
ment in DSE research – what may be the implications of  this on skills availability, potential brain 
drain, or opportunities for skills development?  

We also suggest that there is a need for more research to be conducted on DSE as the main theme, 
with various research methodologies such as experiments, action research, ethnography, and design 
science being adopted. Scholars need to establish how they can apply different theories and philoso-
phies when researching DSE. Research coalitions between countries, industry, and academia are also 
an important step for future studies in DSE to build the knowledge base and reference repository. 
Furthermore, an opportunity exists to investigate the data science skills and competencies applicable 
in each sector. Industry practitioners within various sectors can contribute by serving as advisory or 
review boards for academic institutions. This will offer a better understanding of  the industry needs 
especially those in the non-STEM domains. Working with various stakeholders and understanding 
each stakeholder’s role can shape the DSE ecosystem that can be shared globally to grow data sci-
ence. The study identified a lack of  balance concerning the inclusion of  data science concepts. Con-
cepts within STEM are put at the forefront, while research on business-related applications of  data 
science is limited. Essentially, there is a need for researchers to compile guiding principles or develop 
frameworks that will guide how each element contributes to data science and how to ensure a balance 
of  these across DSE programs.  

DSE needs to serve various business practices and simulate CRISP-DM. We, therefore, recommend 
CRISP-DM as a framework to adopt collaborative pedagogies to teach DS. This research implies that 
it is important for academia, policymakers, and data science content developers to work closely with 
organizations to understand their needs. The primary issue is that the nature of  data is diverse and 
changes at a rapid rate, thus demanding continuous (up)skilling. Essentially, academic institutions 
need to be up to date with new developments, evolving data, and organizational needs. Industry prac-
titioners can offer insights based on their experience in the field.  
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This work provided a systematic and in-depth analysis of  the existing literature on DSE, offering val-
uable insights into best practices, specifically highlighting the CRISP-DM framework and its signifi-
cance in guiding data analysis and problem-solving in various domains. With that being said, this 
study contributes to the growing literature on DSE. The identification of  challenges in DSE is a step 
towards building learning programs that are fit for purpose and address various stakeholders’ needs. 
This paves the way for future research to understand which programs can provide current and future 
data scientists the skills and competencies relevant to societal needs.  

AREAS FOR FURTHER RESEARCH  
The study found that there are a number of  research opportunities that can be explored to improve 
the implementation of  DSE. Below are some of  the questions proposed for future research:  

Research global representation 

a. How can DSE research be promoted in developing countries? 
b. How can cross-continental DSE knowledge sharing be implemented? 

Research methodology 

a. How can multiple methods be incorporated into DSE research? 

Levels of  qualification 

a. What is the impact of  DSE offered as short learning programs? 
b. How can DSE be introduced at pre-tertiary levels? 

Transdisciplinary teaching pedagogy 

a. How CRISP-DM can be integrated into collaborative pedagogies to provide fully compre-
hensive DS curricula?  

Collaboration 

a. What is the impact of  DSE programs that are jointly developed between academics and 
practice? 

b. How can collaboration be fostered across the disparate disciplines of  DSE? 
c. How can industry/practitioners be encouraged to share datasets for DSE? 
d. What role does government policy play in opening data for DSE?  

DSE curriculum and governance 

a. How can we conceptualize an effective DSE curriculum for higher education? 
b. What experiences or preparation do lecturers need for teaching and learning in DSE? 
c. What are the elements of  a sustainable DSE ecosystem? 
d. What would a DSE accreditation framework look like?  

The disconnect between practical application and data science learning material  

a. How can DSE meet the needs of  organizations and society at large? 
b. How can we equip data scientists with the skills and tools for reasoning with various types 

of  data? 

LIMITATIONS 
This study was limited to DSE research published between 2010 and 2021. The search was limited to 
the following databases: Google Scholar, IEEE Xplore, ACM Digital Library, ScienceDirect, Scopus, 
and a Basket of  eight IS Journals. The study was initiated from an information systems perspective 
and as such databases focusing on psychology and education reviews were not included owing to the 
scope and target audience of  the paper. 
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APPENDIX A: CLASSIFICATION CODING FRAMEWORK 

(Appendix A can also be downloaded from https://bit.ly/DSECodingFramework 

 

Theme Description (initial coding framework) Code 
Continent (Origin) Africa 1A 

Asia 1B 
Australia 1C 
Europe 1D 
Middle East 1E 
North America 1F 
South America 1G 
Not Specified 1H 

Level (or type) of  
Qualification 

Peer learning (i.e., outreach programs, hackathons, datathons, 
and bootcamps) 

2A 

MOOCs and short learning programs 2B 
Micro-credentials, digital badges (badging system, digital 
platforms) 

2C 

Undergraduate programs (degrees, diplomas, certificates) 2D 
Postgraduate (honors, masters and doctoral) 2E 
School education (i.e., primary, secondary) 2F 
Not specified 2G 

Discipline-specific (Data 
Science Element) 

Statistics/Mathematics 3A 
Computer science 3B 
Engineering 3C 
Non-science domain (non-STEM) 3D 
Data science  3E 
Not specified 3F 

Data Science Education 
Provider 

Public institutions of  learning (universities, colleges, 
vocational education, and training) 

4A 

Private institution 4B 
Industry/Organization 4C 
Collaborated 4D 
Not specified 4E 

Data Science Context 
(using CRISP-DM) 

Business requirement/understanding 5A 
Data understanding 5B 
Data preparation 5C 
Modeling 5D 
Evaluation 5E 
Deployment 5F 
Full data science lifecycle 5G 
Not specified 5H 

https://bit.ly/DSECodingFramework
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Theme Description (initial coding framework) Code 
Teaching Strategies  Use of  technology (collaboration using digital platforms 

(apps), social media, or other digital communities) 
6A 

Teacher-led (direct instruction) 6B 
Students-led learning/Game-based learning (extension of  
formal learning e.g., hackathons, game-based/competitions, 
community-driven) 

6C 

Flipped classrooms (pre-recorded videos) 6D 
Personalized learning 6E 
Inquiry-based learning 6F 
Project-based learning 6G 
Competency-based learning 6H 
Not specified/other 6I 

Opportunities/ 
Recommendations 

Government involvement (policy, funding model, 
accreditation, open data) 

7A 

Collaboration between university faculties (to maintain the 
multi-disciplinary nature of  data science) 

7B 

Industry involvement (live data/modern data streams/data 
expo, co-develop courses) 

7C 

Professional advancement 7D 
Secondary school curriculum 7E 
Improve skills at schools and tertiary level/Capacity building 
(lecturers and school teachers) 

7F 

Establish a data science governing body/Committee 7G 
Learning paths for data science 7H 
Integrated digital platforms (learning platforms/curriculum 
systems) 

7I 

Challenges Pedagogy (teaching approaches) 8A 
Inadequate curriculum (e.g., aata ethics, business 
understanding, deployment) 

8B 

Cognition (challenging concepts, i.e., statistics, programming) 8C 
Data science program structure 8D 
Data science tools (model misuse, misinterpretation of  
models) 

8E 

University policies (regulatory frameworks across different 
disciplines, e.g., student recruitment and enrolment, limited 
resources) 

8F 

Naming regimes 8G 
Assessment (assessing student achievement) 8H 
A disconnect between industry practice and data science 
learning material 

8I 

Challenges of  finding organizations willing to participate 8J 
Accreditation issues 8K 
Not specified 8L 
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Theme Description (initial coding framework) Code 
Theory Theory driven 9A 

No theory guiding the study 9B 
Philosophy Positivism 10A 

Interpretivism 10B 
Pragmatism 10C 
Critical realism 10D 
Not specified 10E 

Research Method (Oates, 
2006) 

Experiment 11A 
Survey 11B 
Action research 11C 
Ethnography 11D 
Case studies 11E 
Design and creation (design science) 11F 
Not specified 11G 

Data Science Education 
Stakeholders 

Lecturers (IS/IT, mathematics/statistics, engineering, 
domain/business) 

12A 

Industry/organizations (live data/modern data streams/data 
expo, internships) 

12B 

Schools 12C 
Institute of  higher learning – public  12D 
Institute of  learning – private 12E 
Community/society/alumni (e.g., outreach programs) 12F 
Government  12G 
Students 12H 

 

APPENDIX B: CORRELATIONAL ANALYSIS 
(Appendix B is a spreadsheet that can be downloaded from this papers’ publication page. It can also 
be downloaded from https://bit.ly/DSECorrelationalanalysis ) 
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