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ABSTRACT  
Aim/Purpose Our study is focused on prototyping, development, testing, and deployment of 

a new knowledge primitive for the humanoid robot assistant NAO, in order to 
enhance student visual learning by establishing a human-robot interaction. 

Background This new primitive, utilizing a convolutional neural network (CNN), enables 
real-time recognition of handwritten digits captured by the NAO robot, a hu-
manoid robot assistant developed by SoftBank Robotics. It is equipped with ad-
vanced capabilities, including a wide range of sensors, cameras, and interactive 
features. By integrating the proposed primitive, the NAO robot gains the ability 
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to accurately recognize handwritten digits, contributing to improved student 
visual learning experiences. 

Methodology Our developed primitive consists of the use of a convolutional neural network 
(CNN) so that the robot is able to recognize the handwriting of the digits pre-
sent in the input image received in real-time. The NAO robot establishes inter-
action with the learners through a scenario based on a predefined assignment. 
In this scenario, NAO captures the digit handwritten by the learner via its cam-
era, recognizes the digit using the deep learning model generated by the MNIST 
dataset, and announces to the learner the handwritten digit in the input image. 
The prototype is realized using the concept of a distributed system allowing the 
distribution of tasks in four different computing nodes. 

Contribution Our research makes a significant contribution by equipping the humanoid robot 
NAO with a cognitive intelligence system through the integration of a new 
knowledge primitive based on handwriting digit recognition (HWDR). Our ap-
proach used to create and implement this primitive in the NAO robot is inter-
esting and innovative, and presents a promising provision for enhancing the vis-
ual learning experience of children and young students with special needs, based 
on the use of distributed systems that divide the work using various compo-
nents distributed over several nodes, coordinating their efforts to perform tasks 
more efficiently than a single device besides the NAO robot. 

Findings We designed our model using specific parameters and a fully convolutional neu-
ral network architecture, which includes three residual depthwise separable con-
volutions, each followed by batch normalization and ReLU activation. To evalu-
ate the performance of our model, we tested it on the MNIST dataset, where 
we achieved a remarkable accuracy, F1 score, and recall of 99%. An experiment 
was conducted to test our implemented primitive and see the effectiveness of 
this invention for enhancing visual learning in children with special needs. We 
developed a visual learning strategy based on the creation of engaging activities 
mediated by the NAO robot in an educational context. The results showed that 
participants achieved a strong commitment to the NAO robot, appreciating its 
ability to recognize handwritten digits and highlighting its promising potential to 
enrich visual learning experiences. Participants expressed a strong preference 
for teaching methods integrating assistive learning technologies, demonstrating 
the positive impact of our humanoid assistant robot on improving learning and 
visual intelligence in an educational environment. 

Recommendations 
for Practitioners 

Encourage creativity and innovation in the field of robotics and special needs. 
This can lead to new and effective solutions that improve the lives of students 
with special needs. 

Recommendations 
for Researchers  

Test and evaluate the proposed robotics solutions to ensure they are effective 
and making a positive impact. Use feedback from users, educators, and parents 
to refine and improve your solutions. Also, ensure that the robotics solutions 
are accessible to students with a range of abilities. This may involve designing 
solutions that are adjustable or providing alternative means of access. 

Impact on Society As there are several ways to educate, there are multiple forms of learning. With 
the help of this learning procedure and strategy, the human teacher collaborates 
with the robot assistance NAO to improve visual learning among students. The 
findings of this research can serve as an application for the implementation of 
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various pedagogical methods that will assist in meeting the needs of the majority 
of learners. 

Future Research Our future research will concentrate on addressing the educational needs of 
students with special needs, enabling them to overcome their challenges and 
reach academic excellence in an inclusive environment. To achieve this goal, we 
plan to leverage the capabilities of social robots, which have emerged as a 
significant contributor to the field of human-robot interaction, particularly in 
facilitating inclusive education. These agents have proven to be effective in 
providing support to students with special needs, thereby enabling them to 
receive the education they need to succeed. 

Keywords educational robotics, students with special needs, human-robot interaction, 
NAO robot, recognition of handwritten digits, convolutional neural network, 
visual learning 

INTRODUCTION 
In the field of human-robot interaction (HRI), the incorporation of AI-enabled social robots, such as 
assistive technologies, is redefining the educational role by enabling instructors to be strategic super-
visors of the automated learning process (Henschel et al., 2020). Educational robots collaborate with 
various disciplines (Woo et al., 2021), enhancing the curriculum and providing opportunities for 
problem-solving and innovation (Edwards et al., 2018). However, the prospect of equipping robots 
with cognitive intelligence to enhance authentic, intensive, and natural interaction is a challenge and 
source of intrigue in the field of human-robot interaction (Yuan et al., 2021). The robot’s ability to 
understand, interpret, process, reason, and learn is key to achieving this goal (Filippini et al., 2021). 
The enhancement of interaction with tasks involving object recognition, image, and sound classifica-
tion requires deep learning techniques, notably convolutional neural networks (CNN) which have 
achieved state-of-the-art results in these areas (Dhillon & Verma, 2020). These tasks require CNN 
architectures with varying parameters, making their deployment in robotic platforms and real-time 
systems challenging and often impractical. The algorithms are written in Python, and use software 
development tools such as TensorFlow, as well as techniques of image processing with consistent use 
of Python Image Library (PIL) functions, Open CV library of Open-Source Computer Vision, Keras, 
and others (Karayaneva & Hintea, 2018b). 

Our innovative research involves developing a distributed system for real-time handwriting recogni-
tion by the humanoid robot, utilizing a high-performance CNN. This integration expands educa-
tional robots’ capabilities, transforming NAO into an intelligent tool for recognizing handwritten dig-
its, enhancing interactive visual learning experiences, and providing unique opportunities for students 
with special needs. With the help of this learning procedure, the human teacher collaborates with the 
robot assistance NAO to improve visual learning among students. The general impression is that cer-
tain students learn better when the material is presented visually. Accessible education is the process 
of designing a course and developing an instructional method that meets the needs of people with a 
diversity of life experiences, abilities, and learning styles (Dhillon & Verma, 2020). As there are sev-
eral ways to educate and multiple forms of learning, the findings of this research can serve as an ap-
plication for the implementation of various pedagogical methods that will help to meet the needs of 
the majority of learners. 

The structure of this article is as follows. We start by reviewing previous work on the art of the main 
concepts addressed by our study. Then, we present the methodology applied, the architecture, the 
API, and the set of technologies used to integrate our CNN into the NAO robot. Following our 
comprehensive testing and evaluation, we provide a detailed explanation and schematization of the 
achieved results, showcasing the effectiveness of our prototype in enhancing student visual learning 
through human-robot interaction. Finally, we discuss the obtained outcomes. 
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RELATED WORKS 

NAO ROBOT AT SCHOOLS 
Due to the rapid and phenomenal advancements and assistive technology (AT) in all aspects of scien-
tific, social, and professional life, dependence on robotic technology has increased, imposing its pres-
ence and importance in a variety of fields, including medical, industrial, construction, military, and 
civil, to the point where the industrial strength of a country is now measured by the level of develop-
ment of its robots (Bouck & Long, 2021). As a result, this technology must have a strong and effec-
tive presence in the most crucial sector of any society, which is education, seeking excellence, devel-
opment, and prosperity (Jung & Won, 2018). 

Hence, the educational robot was one of the most prominent of these recent innovations (Belpaeme 
et al., 2018). NAO robots have been widely used to improve children’s learning in many parts of the 
world (Karayaneva & Hintea, 2018b; Tamakloe, 2020), and meet the diverse needs of learners 
(Heinmäe et al., 2022). The NAO robot provides an educational environment that encourages team-
work and improves communication, role exchange, and decision-making skills. It has also been 
widely used to support the educational process and to give a secure connection to the participants 
concerned (teachers and learners). The findings of the study conducted by Neumann (2020) contrib-
ute to the expanding knowledge of the potential of social robots to facilitate early language and liter-
acy skills in children. The research indicates that children engage positively with social robots through 
playful activities and interactions, which suggests the potential effectiveness of this approach. 

OBJECT RECOGNITION ALGORITHMS IMPLEMENTED ON NAO ROBOT 
There is a limited amount of research on implementing object recognition algorithms on the NAO 
robot. For instance, while manual coding can be used for tasks such as recognizing colors, shapes, 
typed words, operators, and digits, a machine-learning approach using five different classifiers (Ran-
dom Forest, Stochastic Gradient Descent, Support Vector Machine, Nearest Neighbors, and Neural 
Networks) has been developed for object classification and recognition (Karayaneva & Hintea, 
2018a). This project aimed to create an object recognition application that could be tested on the 
NAO robot and serve as a resource for future developments in institutional settings (Karayaneva & 
Hintea, 2018b). 

Several studies have explored the use of deep learning techniques for NAO robot detection. For ex-
ample, Cruz et al. (2018) achieved a detection rate of 97% by employing two different detectors 
based on the XNOR-Net and Squeeze Net architectures in a robotic football setting previously used 
by Schnekenburger et al. (2017). These detectors enable the NAO robot to detect other robots on 
the field, which is crucial for team coordination and gameplay. Similarly, Albani et al. (2017) devel-
oped a deep learning approach to train the NAO robot to recognize specific objects such as a ball, 
lines, and goals, which are crucial for participation in the annual RoboCup competition. The use of 
deep learning techniques in NAO robots has shown great potential for enhancing their capabilities 
and expanding their use in various settings. 

VISUAL TEACHING STRATEGIES TO IMPROVE LEARNING 
Visual learning strategies are widely considered to be effective tools for improving student learning 
(Munna & Kalam, 2021). These strategies use visual aids such as images, videos, graphs, and dia-
grams to facilitate comprehension and retention of information. Teachers have found that visual aids 
enable students to better visualize abstract concepts, reinforce their memory, and facilitate overall un-
derstanding of the content (Zhexenova et al., 2020). Research has shown that the use of visual teach-
ing strategies can improve academic performance, student engagement, and motivation to learn (Al-
Khresheh et al., 2020). Visual teaching strategies also offer benefits for students with special needs 
and learning difficulties (Atanga et al., 2020). They can be adapted to meet the specific needs of 
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learners, using color schemes, specific images, or visual modifications to facilitate understanding. 
However, based on the theoretical background, we found that research has explored the use of social 
robots for collaborative learning to teach linguistic, social, and emotional skills to children, where 
they can engage in conversations, model appropriate behaviors, and provide support to students who 
may have difficulties in their social interactions (Desideri et al., 2018; Zeaiter, 2020).  

Our proposed new approach aims to extend these efforts by exploring the potential of social robotics 
in the development of visual learning strategies. Our main objective is to help students with special 
needs and learning difficulties retain information more effectively. By exploiting the advantages of 
educational robots, our research offers new perspectives for the development of visual teaching strat-
egies adapted to the needs of learners. 

METHODOLOGY 

PROTOTYPING METHODOLOGY FOR OUR NEW PRIMITIVE ON THE NAO 
ROBOT 
The research work presented in this paper employs design science research (DSR) strategies (vom 
Brocke et al., 2020), which is a paradigm of problem-solving aimed at improving human knowledge 
through the creation of innovative artifacts. The stages of artifact development resemble the SDLC 
paradigm for software development lifestyle (Acharya & Sahu, 2020), which includes analyzing prob-
lems, planning, implementing, testing, and finally deploying the software system for real-world use. 
In this research, the prototyping methodology used focuses on implementing a complete system that 
allows the humanoid robot NAO to recognize handwritten digits using the techniques of deep learn-
ing. Figure 1 depicts the main phases of the prototyping process, which begins with the creation of a 
prototype – a preliminary software system version used to illustrate concepts, examine design possi-
bilities, and get a greater knowledge of the issue and potential solutions. 

 

Figure 1. Steps in prototype development for the primitive implementation 

The prototyping model begins with the collection of a requirements analysis, where the prototype’s 
goals and scope are specified based on extensive research of existing studies. The preliminary proto-
type design is part of the second phase. This is a specification of the designs, frameworks, and Py-
thon libraries that have been considered, including OpenCV, PIL, TensorFlow, Keras, etc., for the 
development of the initial prototype. To evaluate the prototype, the algorithms’ implementation en-
tails processing the image captured by the NAO robot. Then, we focus on refining the prototype un-
til all requirements are satisfied. Our approach to prototyping focuses on student testing, strategically 
integrated into the final implementation and validation phase. The tests are designed to assess the 
performance of the prototype and its ability to assimilate intellectual knowledge for the humanoid 
robot. This integral step reflects our commitment to creating a prototype that not only meets tech-
nical criteria but is also optimized for effective engagement and pedagogical value. As part of this 
process, student interactions play a key role in refining the prototype’s design and functionality, 
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reinforcing its alignment with our educational goals. The following section elaborates on the detailed 
progression and deployment of the fundamental module enabling the NAO robot to recognize hand-
written characters, in particular numbers. 

HANDWRITTEN  RECOGNITION PROCESS WITH NAO ROBOT 
Following the steps of prototype development, in this section, we propose an efficient flowchart de-
scribing the experimental procedure for the prototype of the detection and recognition of handwrit-
ten digits by users from the NAO humanoid robot. First, the program allows access to the real-time 
feed of the visual input (webcam) of the NAO robot, and then the captured frame containing the 
handwritten digit is directly fed to the CNN. Then a CNN-based classification is performed, allowing 
the communication of the output class to the NAO robot so that the NAO robot can recognize the 
handwritten digit appropriately. The flowchart of the primitive behavior programming for the NAO 
robot is shown in Figure 2. 

 

Figure 2.  Flowchart of the handwritten recognition primitive for NAO 

SYSTEM DESIGN OF THE PROTOTYPE 
Our research uses a human-robot interaction-based scenario in which the NAO robot interacts with 
learners to simulate the process of recognizing handwritten digits. The only element and entity of the 
prototype system with which the user interacts is the assistant robot NAO. NAO serves as the user’s 
front-end interface to the prototype system. To establish the interaction, a number of the robot’s 
components and sensors are available. Figure 3 shows some of the critical modules used in the devel-
opment of this prototype as well as the technical architecture model used to create our prototype.  

The second part, representing a distributed system, essentially serves as the prototype’s back-end sys-
tem. The primary server in charge of communicating with the humanoid robot NAO and the 
HWDR divides the implementation task of the prototype into several parts, and several nodes to 
achieve a correct prediction that can be announced by the robot. This could be considered an advan-
tageous, efficient, and powerful solution if several robots are sending multiple images at the same 
time.  
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Thus, when a task workload is too large to be managed by a single computer or machine, distributed 
systems are useful in these situations to help improve performance by providing each node with the 
ability to process different parts of a task simultaneously, while ensuring scalability, resiliency, redun-
dancy, cost-effectiveness, and efficiency. The main server is primarily responsible for receiving the 
image captured by the robot, pre-processing the image for model compatibility, to be consistent with 
the model, loading and executing the predictions through the entrained model, performing additional 
operations on the predicted results, and then finally sending the results to the NAO. The central 
server is essentially responsible for creating an API for deep learning models. It must deal with the 
deep learning frameworks that the HWDR model was trained on. The necessary frameworks are 
TensorFlow, Keras, OpenCV, and the Pillow libraries.  

 
Figure 3. Technical architecture model 

The NAO robot offers a Python development kit called NAOqi, which enables researchers to create 
advanced intelligent components for various robotic applications, including motion processing, 
speech recognition, and vision processing. NAOqi is the software framework that powers the NAO 
robot (Alam et al., 2016). NAOqi is a C++ and Python cross-platform programming framework. The 
Choregraphe programming tool, which is recommended by robot manufacturers, is a better option 
for programming and creating activities for the NAO robot (Pot et al., 2009). Choregraphe is a desk-
top application that runs on multiple platforms and allows the creation of complex scenarios, anima-
tions, and behaviors, such as user interaction, custom response animations, and voice recognition. 

CONVOLUTIONAL NEURAL NETWORK IMPLEMENTATION 
Our research focuses on using deep learning (DL) methods to recognize handwritten digits in an in-
put image. As with any deep learning model, it requires a substantial amount of high-quality training 
data to achieve superior performance (Aly & Dugan, 2017). Therefore, we have provided a quantita-
tive and qualitative description of the dataset used to train the deep learning model in the subsequent 
section. Furthermore, we have provided an overview of the key parameters utilized in developing our 
handwritten character recognition model with NAO (HWDR). This will help readers to better under-
stand the dataset and parameters used to achieve a high level of accuracy in our model. 
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MNIST database of handwritten digits 
The MNIST Mixed National Institute of Standards and Technology dataset is a widely-used image 
database utilized by numerous image processing systems and machine learning applications (Cohen et 
al., 2017). It consists of 70,000 grayscale images, each with a size of 28x28 pixels. The dataset is fur-
ther divided into 60,000 training images and 10,000 test images, representing handwritten digits from 
zero to nine. The exact number of images for each digit can be found in Table 1. Due to its ubiquity, 
the MNIST dataset has become a standard benchmark dataset for evaluating the accuracy of image 
recognition algorithms and is commonly used in both research and educational settings. 

Table 1. Number of images for each class 

CLASSES TRAINING TEST TOTAL 
0 5923 980 6903 
1 6742 1135 7877 
2 5958 1032 6990 
3 6131 1010 7141 
4 5842 982 6824 
5 5421 892 6313 
6 5918 958 6876 
7 6265 1028 7293 
8 5851 974 6825 
9 5949 1009 6958 
Total 60000 10000 70000 

The MNIST dataset thus consists of 10 different classes, ranging from zero to nine. The handwritten 
digit images are presented as a 28×28 matrix where each cell consists of a grayscale pixel value, a 
qualitative description is shown in Figure 4 allowing us to visualize the clarity of the images and their 
allocation to the appropriate classes. 

 
Figure 4. Examples of digits 
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Deep learning architecture for HWDR 
Table 2 illustrates the CNN architecture for measuring and establishing the performance score for 
HWDR as well as the parameters for configuration. The seven layers include convolutional layers, 
activation functions, and max-pooling layers, which allow for the extraction of features and patterns 
from the input images. The choice of hyperparameters, such as the learning rate, batch size, and 
number of epochs, can significantly affect the performance of our CNN model. 

The CNN architecture was applied to the HWDR dataset for handwritten digit recognition. By using 
a training batch size of 32 and a learning rate of 0.0001, the CNN was trained for 50 epochs. The 
RelU activation function was applied after each convolution layer to introduce non-linearity, and the 
max-pooling layer was used to reduce the size of the feature maps and remove noise. The resulting 
high training score and good test score indicate that the CNN architecture and hyperparameters were 
well-suited for the HWDR dataset and demonstrate the effectiveness of deep learning approaches for 
image recognition tasks. 

Table 2. The architecture of our CNN 

PARAMETERS  BASELINE 

Batch_size 32 
Number of layers 7 Layers 
Number of epochs 50 
Number of steps 32 
Learning rate 0.0001 
Activation function ReLU 

PARTICIPANTS IN OUR EXPERIMENTAL STUDY 
We tested and validated our approach by creating an innovative educational environment and devel-
oping interactive scenarios mediated by our assistant robot, NAO, for students with special needs. 
We have recruited a group of 12 Moroccan children with special needs, aged between 5 and 7, to take 
part in our experiment, which was carried out in the Laboratory for Modelling and Simulation of In-
telligent Industrial Systems located at the Higher Normal School of Technical Education of Moham-
media (ENSET), an engineering school in Morocco. The group was equally divided between the 
sexes, with six girls and six boys (Average age = 6 years, St Dev age = 0.8 years). By focusing on a 
balanced and representative sample of children with specific needs, we aimed to provide robust and 
meaningful results to support our conclusions. Participants were carefully recruited from a variety of 
sources, to ensure that our study reflects a diverse and representative population of the children our 
approach seeks to benefit. This experimental approach allows us to better understand the impact of 
our visual learning strategy on children with special needs and to help improve their visual learning 
experiences. 

STAGES OF PROTOTYPING AND EVALUATION 

THE ARCHITECTURE MODEL RESULTING FROM  OUR CNN 
The model architecture of the convolutional neural network (CNN) conceived and used for hand-
written digit recognition (HWDR) in our investigation is shown in Figure 5. The initial image cap-
tured by the NAO robot is preprocessed into a 28 x 28 matrix. The architecture of the convolutional 
neural network consists of multiple layers, such as convolutional layers, max-pooling or average-
pooling layers, and fully-connected layers. These different layers convert the raw input pixels into a 
class score. Overall, our neural network is composed of 12 layers of convolution, ReLU, batch nor-
malization, and global average pooling. The resulting architecture is a fully convolutional neural 
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network with three depthwise-separable residual convolutions, each followed by a batch normaliza-
tion operation and a ReLU activation function. To generate a prediction, the final layer employs 
global average pooling and a soft-max activation function. Once the model was trained, we integrated 
the realized CNN into the NAO robot using the pre-trained model. 

 
Figure 5. The model used for HWDR   

TESTING THE NETWORK 
The recognition of handwritten digits is a crucial component of the prototype and is the main factor 
that determines its performance. Therefore, it is imperative to ensure a high level of accuracy of the 
prototype before deploying it in the real world. The accuracy of the models generated by HWDR was 
evaluated to ensure that the prototype meets the required standards. As shown in Figure 6, the CNN 
architecture was trained for 50 epochs, during which the accuracy continuously improved until it 
reached a remarkable accuracy rate of 99%. 

 
Figure 6. Example of the CNN training 

To evaluate the performance of our developed CNN on each output class, we utilized the confusion 
matrix, which is a more comprehensive mode of evaluation that provides more information. The 
confusion matrix highlights correct and incorrect predictions, which are then divided by class, allow-
ing for a detailed analysis of the model’s performance. Figure 7 depicts the confusion matrix, which 
provides a clear view of our prediction results. It is evident from the matrix that the model per-
formed well on most of the classes, with a few misclassifications between similar digits such as 4s and 
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9s. Overall, the confusion matrix demonstrates that our CNN model is capable of accurate handwrit-
ten digit recognition with a high level of precision. 

 
Figure 7. Confusion matrix 

All of the diagonal elements are correct predictions, for example, we predicted the digit zero, 979 
times correctly. The red cell, value shows the wrong predictions. A confusion matrix is a table often 
used to evaluate the result of a predicate classifier on a test data set with known true values. Further-
more, some performance metrics, such as precision, recall, and F-factor, are used to assess the classi-
fier’s performance (Gouraguine et al., 2022). These three performance measures are calculated from 
the confusion matrix. Table 3 demonstrates our neural network model’s classification ratio. Although 
our CNN model’s accuracy could achieve 99%, we were still able to evaluate our results using the 
classification ratio and enhance our dataset. We have obtained a precision, recall, and F-factor of 
99%. 

Table 3. Classification report 

CLASS Precision Recall F1-Score Support 
0 0.99 1.00 0.99 980 
1 0.99 1.00 1.00 1135 
2 0.99 0.99 0.99 1032 
3 0.98 1.00 0.99 1010 
4 0.99 1.00 0.99 982 
5 0.99 0.99 0.99 892 
6 1.00 0.99 0.99 958 
7 0.99 0.99 0.99 1028 
8 0.99 0.99 0.99 974 
9 0.99 0.98 0.99 1009 
Accuracy   0.99 10000 

Macro Avg 0.99 0.99 0.99 10000 

Weighted Avg 0.99 0.99 0.99 10000 

We compared the accuracy and execution time using experimental graphs for better comprehension 
and model consistency verification. Figure 8 shows the accuracy obtained during training and 
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validation. As seen, the model achieved a validation loss of 0.04 and an accuracy of 0.99 at epoch 11, 
indicating that it had learned the patterns in the training set well. This result demonstrates the effec-
tiveness of our model in accurately recognizing handwritten digits. 

 
Figure 8. Training and testing function 

SIMULATING THE HANDWRITING DIGIT RECOGNITION 
The HWDR model, which was developed using a CNN, has been effectively implemented in real-
time image recognition with the NAO robot. As shown in Figure 9, a suitable environment has been 
created to ensure smooth interaction between the user and the NAO robot. To ensure the accuracy 
of the recognition, the handwritten digit must be placed directly in front of the robot’s face. The 
NAO robot has two HD cameras that enable it to recognize faces and objects, which is an essential 
feature for our recognition model. Additionally, its advanced multimedia system includes four micro-
phones and two speakers that allow for voice synthesis and the announcement of prediction results. 
The combination of these features and the HWDR model’s effectiveness allows for a perfect interac-
tion between the user and the NAO robot, making it an ideal tool for tasks such as educational or 
assistive technology.  

 
Figure 9. Environment setup 
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The screenshots of the successfully classified digits by our CNN and the corresponding output of the 
simulated robot are presented in this part. Figure 10 represents the result of the prediction of digit 
two captured by the robot in real time. The robot pronounces the digit detected and recognized by 
saying “It is the digit two.”  We have reinforced our investigations with a student-robot interaction so 
that students with learning disabilities can overcome and confront their special needs through our 
new primitive, implemented and deployed on the assistant-tutor robot NAO. Figure 11, shows the 
recognition of the different digits and the output of each of them by the NAO robot. The robot can 
even detect if no digits are available on the board, Figure 12 shows the result. 

 

 
Figure 10. Example of recognition of the number two 
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Figure 11. Examples of execution and output for all digits 

 
  Figure 12. Example of no digit detected  

THE EFFECTIVENESS OF VISUAL LEARNING USING THE NAO ROBOT 
The evaluation stage is grounded in a comprehensive methodology that focuses on enhancing the 
visual learning experiences of children with specific needs. We aimed to facilitate the understanding 
and interpretation of mathematical concepts, particularly handwritten digits, through engaging inter-
actions involving the NAO robot. These interactions were thoughtfully designed, incorporating 
group sessions for collaborative learning and individual interactions for personalized attention. Dur-
ing group interactions, students collaborated with the robot, engaging in discussions and exploring 
mathematical content. In individual sessions, students had the opportunity to present their handwrit-
ten digits to the robot, fostering a unique interactive experience. 
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The learning strategies for which activities have been produced are the visual learning strategy based 
on the use of the NAO robot (Teaching based on Assistive Technologies: TAT), the visual learning 
strategy using traditional visual aids such as maps, images, and videos (Teaching based on Traditional 
aids: TT), and the visual learning strategy combining the NAO robot and traditional visual aids (Both 
Together - BT). A questionnaire focusing on these three strategies was presented on a sheet of paper 
adapted for children was distributed to the participants after the teaching activity had been com-
pleted. Participants answered the questionnaire according to their level of satisfaction. This question-
naire uses a Likert scale where the values (1, 2, 3, 4, 5) are represented by stars. Here are some exam-
ples of the questions we asked:  

- How many stars would you give NAO’s intelligence? 

- How effectively do you think the NAO robot recognized your handwritten digits? 

- How engaging did you find the learning activities with the NAO robot? 

- How well did the NAO robot assist you in explaining and justifying your numerical answers? 

- How likely are you to recommend using the NAO robot for learning to your peers? 

- How well did the NAO robot’s explanations and demonstrations help you in understanding? 

- Do you like using things like pictures, maps, or videos to learn? 

- Do you like learning with NAO better than using pictures, maps, or videos to learn? 

Figure 13 shows the preferences for teaching and learning methods between male and female stu-
dents, regardless of their specific needs. The results of the questionnaire revealed that the first strat-
egy, involving the use of the NAO robot, was the best-received, and most effective strategy adopted 
by the participants. This result confirms the positive impact of integrating the NAO robot into the 
visual learning process. Participants expressed a higher level of engagement, enjoyment, and under-
standing when interacting with the NAO robot. They appreciated its ability to recognize handwritten 
numbers and found this method of teaching approved by the robot intriguing. These results validate 
the effectiveness of modern technologies and assistive tools like robots in enhancing children’s visual 
learning, improving their cognitive abilities, and stimulating their critical thinking skills. 

 
Figure 13. Distribution according to the preference of 

instructional strategies most suitable for male and female students 
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DISCUSSION 
In this study, we propose a distributed system to enhance the visual learning of children and young 
students with specific needs by providing the NAO robot with a cognitive intelligence capability 
(Qidwai et al., 2020). This cognitive intelligence system is designed to enable real-time recognition of 
handwritten digits, a crucial aspect of visual learning (Dixit et al., 2020). Our approach leverages a 
new model of Handwritten Digit Recognition (HWDR), which forms the basis of a new knowledge 
primitive integrated into the NAO robot’s functionalities (Filippini et al., 2021). By seamlessly inte-
grating these elements, our distributed system holds the potential to revolutionize the way visual con-
cepts are comprehended and learned by students during their interactions with the NAO robot. 

The prototype is distributed across four different computing nodes, with the master server acting as 
the middleware between the NAO robot and the processing nodes. The deep learning model runs on 
the master server and performs different pre-processing operations to make real-time predictions. 
We evaluated the effectiveness of our approach by focusing on a specific learning strategy. Our pro-
totype, which uses a deep learning model based on the HWDR, achieved a high accuracy rate of 99% 
in recognizing students’ handwritten digits during real-time interactions with the NAO robot. 

To assess the practical implications and pedagogical effectiveness of our prototype integrated into the 
NAO robot, we conducted an experiment based on supervised learning sessions by students with 
special needs (Lesort et al., 2020). Guided by the specific learning strategy of our concept, the stu-
dents engaged in collaborative group activities and personalized one-to-one interactions with the ro-
bot (Shamsuddin et al., 2017). During these sessions, observations were made to capture the stu-
dents’ commitment, reactions, and interactions with the robot. Students demonstrated a high level of 
enthusiasm for mathematical concepts, actively engaged in discussions with the robot, and asked rele-
vant questions. One-to-one interactions revealed great interest from students in presenting their 
handwritten digits to the robot. Some students used gestures and corporal expression to communi-
cate, enriching their learning experience. 

These observations generated valuable qualitative data, highlighting the students’ active engagement 
and positive interaction with the robot. In addition, the questionnaire administered to the child par-
ticipants after the activity provided crucial insights into their reactions and perspectives. These find-
ings greatly contributed to a comprehensive evaluation of our robot NAO enhanced visual learning 
approach, including its effectiveness and how students experienced the interaction with the robot in 
terms of comprehension and learning. The analysis of the results indicated that the most appropriate 
distribution according to the preference of teaching strategies for students was Teaching Based on 
Assistive Technologies (TAT), reinforcing the importance of assistive technologies in the context of 
inclusive education (Yousif & Yousif, 2020). 

CONCLUSION 
Our research aims to incorporate several programming techniques that involve object detection, data 
acquisition, and real-time data processing with modules of the NAO robot to create a harmonious 
system for recognizing handwritten digits. Our approach used for the creation and implementation 
of handwritten digit recognition primitive in our NAO robot is an interesting one, based on the use 
of distributed systems that divide the work using various components distributed over several nodes, 
coordinating their efforts to perform tasks more efficiently than a single device.  

The successful integration of CNN into our NAO robot significantly improved classification accu-
racy, showcasing its human-level performance in handwritten digit recognition. To rigorously evalu-
ate the effectiveness of our developed approach, we established an enriched learning environment 
and conducted engaging activities using the NAO robot as a powerful tool to facilitate visual com-
prehension and enhance the engagement of learners with specific needs. The results consistently 



Gouraguine, Qbadou, Rafik, Riad, & Mansouri 

405 

demonstrate the efficacy of our visual learning strategy, highlighting NAO’s potential as an impactful 
tool for tailored education. 

This research represents a significant contribution to the advancement of knowledge in the field of 
improving visual learning in children with special needs, opening up new perspectives for the evolu-
tion of educational practices. These findings highlight the promising potential of the NAO robot as a 
powerful tool for enhancing visual learning experiences, surpassing the effectiveness of traditional 
teaching methods. The study has certain limitations, particularly because of the small number of par-
ticipants. Indeed, the recruitment of learners with specific needs is a complex and challenging pro-
cess, which led to a relatively small sample of twelve children aged between 5 and 7 years old. De-
spite this, our research succeeded in demonstrating the effectiveness of using our NAO robot to sup-
port visual learning in these children in a convincing way.  

The promising results of this study confirm the relevance of future research aimed at further explor-
ing the potential of social robots, to enhance student learning and development inclusively and equi-
tably. In our future work, we aim to use several robots that will be executing tasks simultaneously 
where the considerable increase and growing complexity of the related tasks would be impossible to 
manage for a single machine. This makes our distributed computing approach very usable and also 
offers additional advantages over traditional computing environments. The findings of our research 
can serve as an application for the use of different instructional methods that can be implemented to 
support the learning needs of all learners. 
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